
 

 

 

 

 

 

 

Countering Terrorist Content Online: Removal = Success? 

A Critical Discourse Analysis of the EU Regulation 2021/784 
 

 

 

 

 

 

 

 

 

 

 

 

Nina McCarthy Hartman 

Bachelor thesis, 15 credits 

Political Science III, Specialisation in Crisis Management and Security  

Autumn semester 2023 

Supervisor: Evin Ismail 

Word count: 13982 

 



 2 

Abstract  

This thesis critically interrogates the underlying assumptions which legitimise the hard regulation 

of online platforms regarding terrorist content, by turning to the case of the EU Regulation 

2021/784. Utilising qualitative critical discourse analysis, the study analyses how the EU’s strategy 

against terrorist content online is discursively legitimised through the lens of Theo van Leeuwen’s 

framework for discursive legitimisation strategies, focusing on moral and rational justifications. The 

study’s empirical contribution demonstrates how the EU’s strategy is legitimised primarily through 

public security, fundamental rights, digital economy and efficiency discourses. It contributes 

theoretically by highlighting how counter-terrorism measures regarding online spaces function 

through rationalisation and moralisation strategies which legitimise policies as reasonable and 

morally justifiable, when in fact they rest upon a series of contested assumptions and narratives 

about the threat from terrorist content. Furthermore, the study puts forward that the regulation 

contributes to the institutionalisation of online platforms role in countering terrorist content online 

and reproduces unequal power relations between large and small hosting service companies, public 

authorities, and individuals.   
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1. Introduction  

In recent years, the European Union has received an increasing amount of academic attention 

regarding its development as a counter-terrorism actor (Kaunert et al, 2022; Davis Cross, 2017). 

This attention, however, has not been reflected in research on its role in counter-terrorism online 

– a sphere in which the EU is in a unique position to regulate online service providers on a 

supranational level. Terrorists have used the Internet and social media in particular to achieve a 

diverse range of effects such as spreading terrorist content and live-streaming attacks for 

propaganda and recruitment purposes (Macklin, 2019; Klausen, 2015; Sageman, 2008). In response, 

the EU has put content moderation forward as central to its European Security and Counter-

Terrorism Agendas (European Commission, 2020a; European Commission, 2020b). In 2022, the 

EU Regulation 2021/784 on addressing the dissemination of terrorist content online (hereinafter 

TCO) became applicable, requiring hosting service providers such as social media platforms to 

remove user-generated terrorist content within one hour after it has been identified by a member 

state’s competent authority amongst other measures. The TCO symbolises a shift in how online 

service providers are regulated in the Union, which thus far has been underexplored by terrorism 

and security scholars alike.  

 

With some exceptions (see Ahmed, 2023; Bellanova & de Goede, 2022), literature on content 

moderation has yet to grapple with the EU’s evolving governance regime in respect to terrorist 

content online. In addition, existing literature has not explored how these measures have been 

discursively legitimised, which is crucial given the influence of language to legitimise certain courses 

of action and marginalise others (Jackson, 2005). Critical discourse analysis (CDA) is a central 

method within Critical Terrorism Studies (CTS), which this thesis situates itself within, but its 

potential for analysing the EU’s counter-terrorism efforts in general and regarding terrorist content 

online specifically has thus far been underexplored. I have sought to remedy this gap by turning to 

the case of the TCO and conducting a qualitative critical discourse analysis of how the EU’s strategy 

against terrorist content online is discursively legitimised. The findings demonstrate how the EU’s 

strategy is legitimised primarily through public security, fundamental rights, digital economy and 

efficiency discourses. They function through rationalisation and moralisation strategies which 

legitimise the policies as reasonable and morally justifiable, when in fact they rest upon a series of 

highly contested assumptions and narratives about the threat from terrorist content. 
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1.1. Purpose and Research Question 

Given the potential negative impacts that can occur when responding to terrorist content online, 

such as the infringement on freedom of speech, it is crucial to understand how those responses are 

legitimised. Furthermore, the role of language is central as counter-terrorism discourses legitimise 

certain courses of action and marginalise others, whether it concerns offline or online spaces. This 

study seeks to remedy the gap on how the language of EU counter-terrorism policy legitimises the 

hard regulation of online platforms in respect to terrorist content, by turning to the case of the 

TCO. The purpose is to critically interrogate the EU’s strategy against terrorist content online, how 

its policies are legitimised and its underlying assumptions, by conducting a qualitative critical 

discourse analysis of the TCO in Fairclough’s tradition, through the lens of Theo van Leeuwen’s 

(2008) framework for discursive legitimisation. This will be achieved by identifying the main words, 

terms, and assumptions which are central to the discourse; uncovering its central themes; and how 

language structures the logic, meaning and response to the representations of terrorist content and 

online platforms contained within the regulation.  

 

The following research question guided the analysis: How is the EU’s strategy against the 

dissemination of terrorist content online discursively legitimised? 

1.2. Literature Review   

For this thesis, I have sought to engage with scholarship from a diverse field, with the aim of 

bridging the gap between Terrorism Studies literature and other literature on the governance of 

online spaces. Firstly, I turn to previous research on the EU’s counter-terrorism discourses in 

general. Then, I present scholarship on the EU’s governance of online platforms in respect to 

terrorist content and so called online harms more broadly. This is followed by an account of the 

main ethical and legal debates surrounding platform moderation in general. Finally, research on the 

relationship between terrorist content and radicalisation are outlined. 

1.2.1. EU Counter-Terrorism Discourse 

Little scholarship thus far has been made to assess the character of the EU’s counter-terrorism and 

the role of language for its legitimisation. Research on the role of language for the EU’s counter-

terrorism policy in general has focused on the conflation between the “terrorist other” and the 

“migrant other”, mainly through the lens of securitisation (Baker-Beall, 2009; Balzacq & Léonard, 

2013). In his discourse analysis of official EU discourse, Jackson (2007: 236) has argued that the 

discourse relies on contested assumptions about the terrorist threat, such as the assumption of 
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terrorism as a form of nonstate political violence. The official EU discourse also assumes that 

small-group terrorism poses a clear, unprecedented and existential threat to the EU and its values, 

according to Jackson. After the 9/11 attacks 2001, the idea of terrorism as both an internal and 

external threat to the EU has become an established feature of EU counter-terrorism discourse. 

By contrasting EU discourse with the US, his study highlights a key difference being how EU texts 

refer to terrorism as “criminal acts” rather than “acts of war”, such as in US official discourse 

(Jackson, 2007: 238). Research on the role of language for the EU’s counter-terrorism discourses 

regarding online spaces, however, is virtually non-existent.   

1.2.2. The EU’s Governance of Online Platforms 

With a few exceptions, little research has been conducted on the EU’s policies aimed at countering 

terrorist content online and the role of language for legitimising them. Previous scholarship has 

highlighted how initially the EU favoured the regulation of harmful content through private-sector 

self-regulation (Bonnici & de vey Mestdagh, 2005). This was both a policy decision and a legal 

reality constraint during the late 1990’s and early 2000’s according to Bonnici and de vey Mestdagh’s 

study (Ibid: 135). Ahmed (2023) documents the EU’s shift towards hard regulation of online 

platforms regarding user-generated terrorist content by turning to the TCO through the lens of 

politicisation. Ahmed identifies three central themes which different actors contested during the 

policy-formation process: assessment of the terrorist threat online, normative understandings of 

fundamental rights in the digital space and the role of platforms. According to her study, the 

European Commission and the Council of the European Union encouraged platforms to take on 

a more prominent role in content moderation, whereas digital rights advocates sought to protect 

the digital space from the power of the larger platforms in terms of policing and deciding of what 

content is permitted and not online (Ahmed, 2023: 15).  

 

Other contributions have sought to bridge the gap between security studies and platform 

governance literature by approaching the EU’s efforts to regulate online platform as a security 

practice. For example, Bellanova and de Goede (2022) apply the concept of public-private security 

co-production to the EU’s efforts to regulate terrorist content. In their study on the EU Internet 

Referral Unit (IRU) and the TCO, they analyse how public authorities and private platforms co-

produce security decisions through legal and technological instruments. While the TCO is a part 

of EU public law, its provisions “work with and through private platforms” according to their 

findings (Bellanova & de Goede, 2022: 1330). Similarly, Borelli (2023) highlights the role of online 

platforms in content moderation practices, arguing that social media companies such as Facebook, 
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Google and Twitter (now known as X) have become major counter-terrorism actors in the digital 

space. 

1.2.3. Legal and Ethical Debates Around Content Moderation 

Previous research on platform governance, i.e. the regulation of online platforms, has especially 

circulated around legal and ethical issues. A growing body of scholarship has documented the 

challenges with commercial content moderation, including labour concerns; global speech rules 

being set by a homogenous group of Silicon Valley elites; and the lack of transparency and 

accountability (Gillespie, 2018; Suzor et al., 2019). Content moderation is one of the core 

commodities provided by a platform, which enables it to serve advertisers and user needs, and 

therefore be a viable business according to Gillespie (2018). Gorwa et al (2020) identifies 

algorithmic moderation as one of the central mechanisms through which that commodity can be 

realised in practice, which most scholars argue is essential due to the large scale of illegal or harmful 

content circulating online (West, 2021; Macklin, 2019; Gillespie, 2018). However, algorithmic 

filtering has raised ethical concerns, for example, when it is employed, human moderating is often 

outsourced to workers in developing countries, which have reported not having sufficient time, 

training, or support to make considered decisions (Suzor et al., 2019: 1534). Another report on a 

moderation contractor for Facebook, found that many workers were diagnosed with Post-

Traumatic Stress Disorder (PTSD) and were not warned that these jobs would be ill-suited for 

individuals with a history of anxiety and depression (Newton 2019).  

 

Several scholars have studied content moderation practices from a human rights perspective and 

raised concerns about biases inherent to content moderation. Common (2020) argues that most 

platforms have underdeveloped content moderation rules which poses human rights issues, mainly 

concerning the well-being of human moderators and bias inherent to algorithms that filter content. 

It is for example well established that mainstream social media platforms are better at removing 

jihadist terrorist propaganda than far-right ones (Henschke & Reed, 2021: 179; West, 2021: 124; 

Correia et al, 2019).  Moreover, Common (2020) criticises the efficiency narrative of commercial 

content moderation, arguing that the narrow focus on efficiently removing what is considered 

breaching the Terms of Service risks undermining the rule of law, thus threatening freedom of 

speech in pursuit of equating deletion with success. Dvoskin’s (2013) study demonstrates how 

Facebook (now Meta) legitimises its content moderation policies by referencing International 

Human Rights Law. Thus, constructing itself as acting in the name of the global public interest 

rather than as a political actor making policy, which ultimately hides its power (Ibid: 121).  
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Furthermore, algorithmic moderation has caused scholars to raise concern around over-blocking 

content, which is not necessarily illegal, which privileges the power of online platforms to decide 

what is permitted to say online (Watkin, 2023; West, 2021). Extremist and potentially terrorist 

content can be “lawful, but awful” (Keller, 2022), as a common saying goes, which is often left to 

private sector self-regulation. According to West (2021), the increased presence of private 

companies as controllers and owners of public and political discourse infrastructure presents 

challenges to the state’s traditional role in enabling and protecting civil political discourse. 

However, it can also be problematic to leave what is permitted to say online completely up to 

government regulation which could serve authoritarian interests according to Henschke and Reeds 

(2021) ethical framework for countering extremist content online. 

 

The effectiveness of removing terrorist content has also been contested. Too freely removing 

content or banning entire social media platforms, for example, can be counterproductive according 

to previous research. Especially as individuals that spread terrorist content can “jump from 

platform to platform” or repost content simply by creating new accounts (Correia et al, 2019: 184). 

Regulating the internet too heavily could also cause individuals to move to smaller platforms which 

companies may not have the same means to moderate, or go deeper into the web, which is more 

difficult to police (Correia et al, 2019; West, 2021). However, there is also research which points 

towards the effectiveness of takedown of terrorist content such as the successful example of 

deplatforming ISIS on Twitter (now X), which may have decreased opportunities for recruitment 

and planning attacks (Conway et al, 2019). 

1.2.4. The Relationship Between Terrorist Content and Radicalisation 

Within Terrorism Studies, scholarship on terrorist content online has especially focused on its role 

for radicalisation. There is a large consensus that terrorists use the Internet and social media in 

particular as for propaganda and recruitment purposes (Macklin, 2019; Klausen, 2015; Sageman, 

2008; Reding et al, 2013), but there is no consensus whether there is a causal link between 

consuming terrorist content and committing terrorist acts (Conway, 2017). Hall (2023), for example 

raises the issue labelled the “specificity problem” – why only a few people carry out violence when 

so many are exposed to terrorist content or even adopt extremist views, which Schuurman (2020 

also highlights. Reiger, Frischlich, and Bente (2013) building off a study of some 450 individuals, 

demonstrate that there is no simplistic or predictable reaction to terrorist propaganda, and that its 

consumption alone does not usually cause radicalisation. Maura Conway (2017) has also pointed 
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out that radicalisation, regardless of how it is defined, has a social dynamic which is often 

overlooked. Analysing data between 1990 and 2011, a research group (Bloom et al, 2017) found 

no causal link between the rise of internet and lone-actor terrorism. Marc Sageman (2008: 41), on 

the other hand has argued that “face to face radicalisation has been replaced by online 

radicalisation.” A report by RAND Europe also found that the Internet had been a key source of 

communication and propaganda for terrorists, and that it might facilitate radicalisation by providing 

more opportunities to be radicalised (Reding et al, 2013). However, as Ravndal (2013) points out, 

not all terrorists display clear pre-attack behaviours online.  

 

2. Theoretical Framework 

The overarching theoretical framework for this study is van Leeuwen’s framework for discursive 

legitimisation strategies and the theoretical commitments of Critical Terrorism Studies, alongside 

the ontological and epistemological assumptions of critical discourse analysis, which are presented 

in the chapter on methodology. Given that this thesis is about the language of EU counter-

terrorism policy, the conceptual questions that surround the use of the term “terrorism” are also 

put forward. 

2.1. Insights from Critical Terrorism Studies 

Many of the concerns that are central to the Critical Terrorism Studies (CTS) research agenda are 

central to this thesis. In particular, the need for conceptual clarity and a contextual analysis of 

counter-terrorism responses, which recognises that accepted knowledge on terrorism is based on 

contestable assumptions about what terrorism and terrorist content is and how to respond to it 

(Jackson, 2016; Jarvis, 2022). Broadly, Critical Terrorism Studies refers to “a sceptical attitude 

towards state-centric understandings of terrorism […] which does not take existing terrorism 

knowledge for granted but is willing to challenge widely held assumptions and beliefs” (Peoples & 

Vaughan-Williams, 2021, pp. 241-2). Critical Terrorism Studies encompasses a wide range of 

scholarship on terrorism with different theoretical and methodological commitment. The basic 

theoretical positioning emphasises that terrorism exists as a social construction rather than a label 

which constitutes a material reality (Jackson, 2016), which is a central assumption in the research 

conducted for this thesis. The focus on the production of meaning through language has provided 

the means for critical scholars to analyse and deconstruct labels such as “terrorist”, which are 

created and shaped through language in conjunction with sociocultural processes (Ibid: p. 60). 

According to Jarvis (2020: 103), discourse is the logical starting point by which scholars can begin 
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to build an understanding of how these meanings are created and the purposes they serve, which 

also is the starting point of this study. 

2.2. Defining Terrorism  

Within scholarship on terrorism, the term terrorism itself has notoriously been described as an 

“essentially contested concept” (Jackson, 2016: 25). A core characteristic, however, which most 

scholars agree on is the idea of terrorism as a form of political violence or threat of violence 

(Hoffman, 2017; Schmid, 2004). In the research conducted for this thesis, insights from Critical 

Terrorism Studies and Richard Jackson’s conception of terrorism are central for my understanding 

of terrorism. As Jackson (2016: 94) argues: “Terrorists and terrorism are not simply descriptions 

of things or tactics, but a complex combination of discursive categories and material things.” The 

same goes for terrorist content online – viewing it as a discursively constructed label is a strength 

which allows us to critically investigate how the concept is used. Hence, the aim of this 

understanding is not to relativise violence and its impact on society. Rather, it is to critically 

interrogate how terrorism and terrorist content is used as a label to describe certain types of 

phenomena and not others.   

 

Academic debates aside, there are also the legal definitions of terrorism which need to be put 

forward. The EU, for example, has developed its own common definition of terrorism, which the 

TCO’s definition of terrorist content is based on. In article 3(1) of the EU Directive 2017/541 on 

combating terrorism, it is defined as the following intentional acts that “given their nature or 

context, may seriously damage a country or an international organisation”: 

 

(a) attacks upon a person’s life which may cause death; 

(b) attacks upon the physical integrity of a person; 

(c) kidnapping or hostage-taking; 

(d) causing extensive destruction to a government or public facility, a transport system, an infrastructure 

facility, including an information system, a fixed platform located on the continental shelf, a public 

place or private property likely to endanger human life or result in major economic loss; 

(e) seizure of aircraft, ships or other means of public or goods transport; 

(f) manufacture, possession, acquisition, transport, supply or use of explosives or weapons, including 

chemical, biological, radiological or nuclear weapons, as well as research into, and development of, 

chemical, biological, radiological or nuclear weapons; 

(g) release of dangerous substances, or causing fires, floods or explosions, the effect of which is to 

endanger human life; 
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(h) interfering with or disrupting the supply of water, power or any other fundamental natural resource, 

the effect of which is to endanger human life; 

(i) illegal system interference, as referred to in Article 4 of Directive 2013/40/EU of the European 

Parliament and of the Council (19) in cases where Article 9(3) or point (b) or (c) of Article 9(4) of 

that Directive applies, and illegal data interference, as referred to in Article 5 of that Directive in 

cases where point (c) of Article 9(4) of that Directive applies; 

(j) threatening to commit any of the acts listed in points (a) to (i). 

 

When these acts are committed with the aim of:  

 

(i) seriously intimidating a population; 

(ii) unduly compelling a government or an international organisation to perform or abstain from 

performing any act; 

(iii) seriously destabilising or destroying the fundamental political, constitutional, economic or social 

structures of a country or an international organisation.  

 

This definition is central to put forward, as how terrorist content online is discursively constructed 

is central to understanding the EU’s strategy against it, which the findings of my study will expand 

on further on. The EU Directive on combating terrorism (2017) establishes minimum rules 

concerning the definition of criminal offences and sanctions in the area of terrorist offences, and 

member states also employ their own legal definitions of terrorism, which have local differences 

depending on their constitutional and political contexts. Furthermore, online service providers also 

base their content moderation practices on their own definitions of terrorism in their Terms of 

Service, which is the document governing the contractual relationship between the service provider 

and its users. 

2.3. Van Leeuwen’s Discursive Legitimisation Strategies 

Discourses legitimise certain courses of action and marginalise others, which can be highlighted by 

Theo van Leeuwen’s (2008) framework, which is developed to be compatible with critical discourse 

analysis. As van Leeuwen (2008: 105) has suggested, legitimisation are added to representations of 

social practices to provide an answer to the questions “Why should we do this?” and “Why should 

we do this in this way?”. Addressing legitimisation in discourse, his framework distinguishes 

between four main categories of legitimisation: authorisation, rationalisation, moral legitimisation 

and mythopoesis. These forms of legitimisation can occur consciously or unconsciously, separately 

or in combination, to both legitimise and delegitimise (van Leeuwen, 2008: 106). After an initial 



 12 

review of the material, I decided to limit my study to moral and rationalisation legitimisation, based 

on which categories were most prominent and relevant for the aim of my study. Moral and 

rationalisation legitimisation can be difficult to distinguish in practice, but here they are treated as 

separate analytical categories as distinguished by van Leeuwen. Together with critical discourse 

analysis, van Leeuwen’s framework is a useful tool for exploring the role of language for assigning 

counter-terrorism measures legitimacy, and unveiling how the constructions of reasonable 

responses hide the contested nature of knowledge on counter-terrorism and the threat from 

terrorist content.  

2.3.1. Moral Legitimisation 

Moral legitimisation is based on references to value systems, which can be simply stated, or more 

often, linked to specific discourses of moral value (van Leeuwen, 2008: 110). In turn, moral 

legitimisation can be subcategorised into moral evaluation, abstraction and analogies. Moral 

evaluation is recognised by the use of evaluative adjectives, such as “good” or “bad” and so on. 

However, it can also be covert, and it is crucial to be critical of what is constructed as “natural”, 

for example, which can hide moral evaluation according to van Leeuwen. Abstraction expresses 

moral legitimisation by referring to practices in abstract ways “that ‘moralise’ them by distilling 

from them a quality that links them to discourses of moral values” (van Leeuwen: 111), which 

foregrounds desired and legitimate qualities. Analogies almost always have a legitimising or a 

delegitimising function, according to the framework. They function as legitimisation through 

comparisons to another activity which is associated with either a positive or a negative value. Moral 

discursive legitimisation can only be recognised by discourse analysists on the basis of common-

sense cultural knowledge, as moral values have become embedded in discourses and institutions 

where they do not have to be argued for explicitly (van Leeuwen, 2008: 110). Hence, subjectivity 

has been central to reflect on for the analysis.  

2.3.2. Rationalisation  

Van Leeuwen distinguishes between two broad categories of rationalisation legitimisation, 

instrumental and theoretical, which in turn have their own subcategories. Instrumental rationality 

legitimises practices by reference to utility – they can be goal, means and effect oriented. In the 

case of goal orientation, purposes are constructed as conscious or unconscious motives, intentions 

and goals which can be explicitly expressed by a purpose clause such as “in order to” or remain 

implicit. In the case of means orientation, the purpose is constructed as “in the action,” and the 

action as a means to an end. Effect orientation focuses on the outcome of actions and can, for 
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example, be expressed by result clauses with “so that” or “that way” (Ibid: 115). Theoretical 

rationalisation, according to van Leeuwen, is founded on some kind of truth about “the way things 

are” (Ibid:116), and usually takes one of three forms: definition, explanation or prediction. In the 

case of definition, an activity is defined in terms of another, moralised activity. For explanation, 

one or more of the actors involved in the practice are characterised rather than the practice (Ibid). 

Theoretical legitimisation can also take the form of predictions, which are based on expertise rather 

than authority and can therefore be denied by contrary experience. It is based on these different 

discursive and linguistic characteristics that I have identified the use of legitimisations in the 

regulation.  

 

3. Methodology 

The study was conducted in the form of a critical discourse analysis based on Norman Fairclough’s 

conception as outlined in his own publications and in Jørgensen and Philips (2002) book Discourse 

in Theory and Practice, in combination with van Leeuwen’s framework. In this chapter I present the 

principles and purposes, including the ontological and epistemological assumptions of critical 

discourse analysis. Then, I present how CDA is applied as a method through Fairclough’s three-

dimensional framework before outlining the study’s method step-by-step. 

3.1. Critical Discourse Analysis 

Critical discourse analysis has long held a prominent role within Critical Terrorism Studies research 

due to its ability to uncover how language is used to construct meanings, non the least regarding 

the use of the contested term “terrorism” (Jackson, 2005). In Fairclough’s tradition, discourse is 

not viewed as a neutral way of describing the world but as “signifying the world, constituting and 

constructing the world in meaning” (Fairclough, 1992: 64). In other words, discourse is viewed as 

constituting social practice and is at the same time constituted by it, thus assuming a dialectical 

relationship between discourse and the situations, institutions and social structures in which they 

are embedded (Fairclough, 2010; Jørgensen & Philips, 2002). Discourse dictates what is possible 

and not possible to say about a certain topic, what is accepted as legitimate “knowledge”, and what 

is not. Analysing political discourse through a close reading of specific texts in tradition with CDA 

thus aims to reveal “how some forms of knowledge are privileged over others […], how power is 

legitimized” and how political practices are “normalised” (Jackson, 2005: 148).  Critical discourse 

analysis focuses on both the discursive practices which construct representations of the world, 

especially through the lens of power, and the role that discursive practices play in furthering the 

interests of particular social groups (Jørgensen & Philips, 2002: 63). Hence, it is an interesting 
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approach to critically interrogating the TCO and the assumptions which underly how the 

representations within the document are legitimised. 

 

Critical discourse analysis is ‘critical’ in the sense that it aims to reveal the role of discursive practice 

in the maintenance of the social world, including those social relations that involve unequal 

relations of power (Jørgensen & Philips, 2022: 63-4). Critical discourse analysis should not, 

therefore, be understood as politically neutral. It is a critical approach which is politically committed 

to social change to promote more egalitarian and liberal discourses and thereby to further 

democratisation (Jørgensen & Philips, 2002: 88). Furthermore, I also take on a critical realist 

approach in line with Fairclough’s, assuming there is an existing world regardless of how we view 

or understand. It is, however, partly constructed by human action (Fairclough, 2010: 4), and 

knowledge about the world can only be experienced subjectively (Jørgensen & Phillips, 2002:11), 

which is a central premise for this study and what it entails to be ‘critical’.  

3.2. Fairclough’s Three-Dimensional Model of CDA 

The three-dimensional model is suitable to understand the wider context in which the EU’s strategy 

against terrorist content online is legitimised. Fairclough’s method involves going beyond the text 

itself, with the aim of understanding the role of discursive practices in reinforcing power dynamics 

and understanding the text’s relation to broader social practices (Jørgensen & Philips, 2002). 

Fairclough’s model encompasses three levels of analysis: text, discourse, and the socio-cultural 

context (Jørgensen & Philips 2002: 64). The first component consists of a detailed textual analysis 

which examines the text’s linguistic features (Ibid: 68). The text is analysed for linguistic elements 

such as the use of grammar, wording and metaphors. In this part of the analysis, I especially focused 

on linguistic markers related to van Leeuwen’s framework which indicated moral or rationalisation 

legitimisation. The second component analyses discursive practices in the text and how elements 

of existing discourses are employed, and especially processes relating to the production and 

consumption of the text. The audience of the text is also considered in this dimension, to 

understand how the audience draws on discourses to interpret the text (Ibid: 69). The third and 

final dimension focuses on how discourses connect to sociocultural practices within which the 

discourse is being constructed (Ibid:70). Consequently, consulting other documents and a rigorous 

background research has been crucial to the study. As Fairclough and Jørgensen and Philips 

promote, the research design has been tailored to match the special characteristics of the research 

problem. As they suggest, the delineation of the steps and their internal order is considered an ideal 
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type (Jørgensen & Philips, 2002: 77), which has led me to move backwards and forwards between 

the levels. 

3.3. Material  

The TCO was selected as a representable case of the EU’s strategy against terrorist content online, 

as it symbolises a shift from voluntary measures to hard regulation of online services regarding 

user-generated content. The text gave me the opportunity to conduct an in-depth critical analysis 

of the language of official EU discourse and its underlying assumptions. The material is publicly 

available through the Official Journal of the European Union, which publishes all EU legal acts 

and official information from EU institutions, bodies, offices and agencies. I analysed both the 

recitals, which set out the reasons for the contents of the articles of the regulation, and the articles 

themselves. Secondarily, I consulted other documents from the legislative procedure preceding the 

regulation entering into force through an iterative process, which are also available in the Journal, 

such as the European Commission’s initial proposal of the TCO. During the research process, I 

also consulted intertextual references, which mainly consisted of other EU documents. To 

contextualise the TCO, I also give examples of how civil society actors such as digital rights groups 

attempted to influence the regulation, which I primarily identified through previous research and 

Ahmed’s (2023) article in particular.  

3.4. Limitations  

To set the study in the necessary context, there are several limitations that need to be acknowledged. 

Although the TCO is contextualised throughout the analysis, the policy-formation process is not 

expanded on in great detail due to the scope of this thesis. The EU is characterised by many 

competing interests due to the different contexts of the member states and institutions involved in 

the legislative procedure, and many diverging interests were involved at the policy-formation stage, 

which Ahmed (2023) has highlighted. The research for this thesis, however, is focused on the final 

formulation of the Regulation, motivated by the aim to give an in-depth and careful analysis of the 

text and how its policies are discursively legitimised. Furthermore, there are certain limitations 

inherent to CDA regarding generalisation due its emphasis on context and social processes in 

favour of detailed analysis (Fairclough, 2010; Jørgensen & Philips, 2002). As is typical for CDA, 

traditionally targeting texts produced by elites and powerful institutions (Jørgensen & Philips, 

2002), my study focuses on the official EU discourse, which may overlook everyday discourses of 

counter-terrorism. The focus on the EU is warranted given its unique position as a transnational 

legislator in a time when the global reach of the Internet creates challenges for state control. 
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Moreover, it is central to highlight that I have chosen to analyse the English version of the TCO, 

as the EU translates its documents into all of its 24 official languages which may have nuances 

depending on the translation. My own language abilities in combination with the fact that 

Fairclough and van Leeuwen’s work centres around English discourse, led me to analyse the 

English version.  

 

Epistemologically, I adopt a subjectivist perspective, viewing knowledge about reality as something 

that can only be experienced subjectively (Jørgensen & Philips, 2002: 11). Consequently, reflexivity 

has been a central part of the research process as to be aware of my own assumptions and use of 

language, based on the insight that research even when set out to critically interrogate discourses 

and power relations, may contribute to their reproduction. With this in mind, I aimed to engage 

reflexively with the analysis and constantly went back to interrogate my own assumptions and 

reflected on how my use of language reproduces discourses and power structures. For example, I 

changed the wording of the research problem several times. I initially focused on the construction 

of the EU’s “fight” against terrorist content online, but after reflecting on how the use of language 

feeds into legitimising the EU’s policies, I changed it to the more neutrally sounding word 

“strategy”.  

3.5. Research Design 

During the research process, I employed an iterative approach, allowing the material and analysis 

to interact to create a deeper understanding of the case and its broader implications (Kennedy, 

2018). After the text was selected, the first stage involved an inductive thematic analysis of the 

material. The data was organised into meaningful units based on common themes identified based 

on common representations and previous research, especially Ahmed’s (2023), which provided 

context on the policy-formation process and helped identify previous discourses. In the second 

stage, the legitimisation strategies were identified, following van Leeuwen’s overall framework. I 

then decided to limit my study to rationalisation and moralisation legitimisation based on which 

categories were most prominent and relevant for the aim of my study. Prior to and during the 

analysis I consistently consulted previous research and the context of the TCO, with the aim of 

critically interrogating how the EU’s strategy against terrorist content online is discursively 

legitimised and its relation to wider social practices.  

 

Listed below is a step-by-step description detailing the process of the analysis: 
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1. I began with an initial inductive review of the text which was read in its entirety. 

2. The text was then read several times and themes were identified based on common 

representations and previous research.  

3. I engaged in a coding process based on van Leeuwen’s framework, guided by their 

indications and linguistic characteristics. I chose to limit my study to moral and 

rationalisation legitimisations, as these were the most prominent and relevant to the 

discourses identified and relevant for the research aim. I then categorised the main 

words, terms, phrases, and assumptions which were central to the identified discourses.  

4. In this step, I analysed how the legitimisation strategies identified structured the logic, 

meaning and response to the representations of the strategies against terrorist content 

online contained within the text. 

5. Continued my analysis by looking at the contextual and social elements manifested in 

the language.  

6. The findings were organised based on themes which are presented in the next chapter.  

 

4. Findings 

Utilising qualitative critical discourse analysis, this study analyses how the TCO is discursively 

legitimised through the lens of van Leeuwen’s framework. The following four themes were 

identified: public security, fundamental rights, digital economy and efficiency. After providing 

context for the regulation in which the discourses are situated, the findings are presented 

thematically as several discursive legitimisation strategies worked together to justify the EU’s 

strategy against terrorist content online. The legitimisation strategies and the discourses relation to 

sociocultural practices and power relations are presented throughout the analysis.  

4.1. Context: The Evolution of the TCO 

In the 2000’s, the EU encouraged private sector self-regulation regarding so called harmful content, 

including potentially terrorist content. This was on par with general trends of how the Internet had 

been governed since the 1990’s, mainly shaped by the fact that a small number of large US based 

technology companies dominated the market, protected under US freedom of speech laws (Bonnici 

& de vey Mestdagh, 2005; Neumann, 2013). During the 2010’s the EU took several steps to 

increase the involvement and responsibilities of private companies to remove terrorist content 

from their platforms. Of particular concern was the dissemination of ISIS propaganda online 

(Dodd, 2015; Europol, 2022). In 2015 the EU Internet Referral Unit started its operations as a part 

of Europol, which reports terrorist content to tech platforms for the use in criminal investigations 
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and for their assessment and removal based on the platforms Terms of Service (Europol, 2022). 

Other initiatives encouraging voluntary measures were also taken, such as the EU Internet Forum, 

a public-private forum set up by the European Commission (hereinafter the Commission) to tackle 

terrorists use of the Internet (European Commission, 2015). In March 2018, the Commission took 

its first steps to regulating online services by adopting a non-binding recommendation aimed at 

reducing the dissemination of illegal content online in general (European Commission, 2018a). 

However, by the end of the year voluntary measures were no longer considered sufficient citing 

the spread of ISIS propaganda and that online platforms did not take sufficiently robust action to 

reduce access to terrorist content online. The Commission thus decided to take steps towards hard 

regulation and narrowed the focus to terrorist content (European Commission, 2018b). 

 

On 12 September 2018, the first draft of the TCO was presented by the Commission (European 

Commission, 2018a), but the path to the final regulation was characterised by contestation and 

diverging positions. The proposal was criticised from the outset, especially by digital rights groups, 

who raised concerns together with academic in an open letter. The main concerns were the broad 

definition of terrorist content, the use of referrals, the call for proactive measures, and the one-

hour removal deadline for terrorist content (Access Now et al, 2018). The EU Agency for 

Fundamental Rights (FRA) and the United Nations (UN) Special Rapporteurs on freedom of 

expression, right to privacy, and the promotion and protection of human rights and fundamental 

freedoms while countering terrorism, were also critical of the proposal on similar grounds (FRA, 

2019; Kaye et al, 2018). The Council of the European Union (hereinafter the Council) accepted the 

majority of the Commission’s proposed text with minor amendments regarding the definition of 

terrorist content and exceptions for journalistic content (2018). The European Parliament, 

however, canvassed opinions and readings from different committees and from the EU Agency 

for Fundamental Rights before adopting its first reading in April 2019, which put forward 

significant amendments (European Parliament, 2019). The Commission and Council repeatedly 

stressed the “urgency” of the need for the regulation (Ahmed, 2023). However, the divergence in 

the position of the European Parliament and the Commission and Council led to a lengthy 

negotiation phase consisting of six so called political trilogues before the final text was agreed upon, 

as Ahmed’s (2023) study demonstrated. On 15 December 2020, the Commission, Council, and 

European Parliament reached a political agreement on the final text of the TCO. The Regulation 

was signed on 29 April 2021, and entered into force on the seventh of June 2022 (TCO, 2022). 

4.2. Public Security 
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According to my findings, the EU’s strategy against terrorist content online is legitimised through 

discourses of public security, which function through both moralisation and rationalisation 

strategies. The centrality of the discourse in the TCO is evident from the outset, as it is clearly 

stated that the regulation “seeks to contribute to the protection of public security” (Recital 10), 

which is a recurring narrative throughout the document. This is a clear example of rationalisation 

legitimisation, operating through instrumental rationalisation by referring to the utility or purpose 

of a practice (Van Leeuwen, 2008: 114). Repeatedly, the articles and their aims are constructed as 

“contributing to” or “protecting” users, online platforms and society in general in the name of 

public security. Simultaneously, the reference to public security in itself can be seen as a moral 

legitimisation by referencing a positive moral value discourse. The regulation and its policies are 

legitimised by public security simply being stated, which constructs the EU’s strategy against 

terrorist content as reasonable and morally justifiable regardless of its specific contents. 

 

In turn, my findings suggest that legitimisations in the public security discourses rely on the 

contested assumption that engaging with terrorist content online leads to engagement with political 

violence offline. The TCO is discursively legitimised as a part of the EU’s efforts to prevent 

radicalisation, which in turn is understood throughout the document as a process which amounts 

to terrorist acts. However, committing terrorist acts is a rare outcome of radicalisation regardless 

of its definition (Conway, 2017; Hall, 2023; Schuurman, 2020). Any measures to remove access to 

certain content which is labelled terrorist in order to increase and protect public security are 

legitimised as reasonable responses, which is uncovered through the lens of CDA and van 

Leeuwen’s framework. This is for example evident in the following recital which legitimises the 

necessity of regulating terrorist content online:  

 
While not the only factor, the presence of terrorist content online has proven to be a catalyst for the radicalisation 

of individuals which can lead to terrorist acts, and therefore has serious negative consequences for users, citizens 

and society at large as well as for the online service providers hosting such content, since it undermines the trust of 

their users and damages their business models. (Recital 5) 

 

By connecting the phrase “the presence of terrorist content online” to radicalisation, terrorist acts 

and “serious negative consequences”, the regulation is legitimised in terms related to public security 

which rely on contested assumptions about the relation between terrorist content, radicalisation 

and offline violence. Although terrorist content is not described as the only factor which can cause 

radicalisation, it is through that assumption the necessity for the regulation is discursively 

legitimised throughout the document. However, very few people that engage with terrorist content 
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online engage in acts of violence (Hall, 2023; Schuurman, 2020). This underlying assumption is 

further evident by how the policies are constructed through effect- and goal-orientation strategies 

that legitimise the regulation in the name of the “prevention” of radicalisation. Following this logic, 

the policies are legitimised by constructing all users as equally vulnerable to radicalisation when 

they consume terrorist content, hence subjecting all platforms and their users to the regulation. 

Consequently, this benefits how the EU is constructed as the protector of the security of users, 

citizens, member states and businesses, which legitimises its moral authority to regulate the 

Internet. 

4.2.1. The state-centric definition of terrorist content 

My findings also indicate that the public security discourse legitimises the state-centric notion of 

terrorist content which underlies the TCO, which Jackson previously has argued is central to 

official EU counter-terrorism discourse (2007: 236) This is for example evident through the 

intertextual references to the EU Directive 2017/541 on combatting terrorism which the definition 

of terrorist content is based on. It is an improvement from the definition in the Commission’s 

initial proposal, which was not based on a legislative framework and thus risked undermining the 

rule of law (European Commission, 2018a), which digital rights groups raised concerns about 

(Access Now et al, 2018).  The current definition, however, relies on the state-centric assumption 

of terrorism as a form of violence “with the aim of seriously damaging a country or an international 

organisation” (Directive (EU) 2017/541, article 3(1)). This reproduces state-centric narratives 

about terrorism, thus reinforcing the legitimacy of the EU and its member states as protectors of 

citizens and online users in general. A broader definition of terrorism could better reflect the 

ambiguousness of content, rather than empowering online platforms themselves to moderate 

content that is “lawful but awful” as a common saying goes (Keller, 2022). On the other hand, 

defining terrorist content too broadly risks infringing on political discourse and freedom of speech 

as Henschke and Reed (2021) have noted. The definition of terrorist content is legitimised by 

discourses of public security and language invoking the rule-of-law; however, the definition 

reproduces state-centric notions of terrorism and legitimises the institutionalisation of the EU as a 

protector of security.  

 

Furthermore, this is evident in how the public security discourses privilege the EU list of designated 

terrorist groups when determining whether content is terrorist or not through an intertextual 

reference: 
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The fact that the material was produced by, is attributable to or is disseminated on behalf of a person, group or entity 

included in the Union list of persons, groups and entities involved in terrorist acts and subject to restrictive measures 

should constitute an important factor in the assessment. (Recital 11) 

 

By constructing the EU’s list as an “important factor”, the regulation contributes to unequal power 

relations between the EU’s conception of terrorism and other actors. This is noteworthy as the 

regulation has implications for services which operate on a global level, as all platforms which 

disseminate content in the Union are subject to its policies (Recital 15). Moreover, the EU list 

almost exclusively includes Islamist terrorist groups and affiliated individuals. Far-right groups, for 

example, are not mentioned in the list (Council of the European Union, 2023). The use of the list 

as a benchmark for whether content is terrorist or not, could contribute to reproducing the already 

unequal targeting of terrorist content online. Especially in combination with the fact that the 

regulation encourages technological filtering (Recital 22), and that mainstream social media 

platforms are already better at removing jihadist terrorist propaganda than far-right ones (Henschke 

& Reed, 2021; West, 2021; Correia et al, 2019). Thus, it is clear that the EU’s strategy against 

terrorist content online relies on state-centric notions of terrorism which provides justifications for 

the legitimacy of the EU as a counter-terrorism actor online. This could lead to biased moderation 

of what constitutes terrorist content with implications for individual users and platforms beyond 

its borders.  

4.2.2. Representations of member states and online platforms 

The public security discourses also legitimises the authority of the member states to decide what is 

permitted to say online, as they are empowered to designate authorities which request removal 

orders to online platforms (Article 3(1)). Furthermore, they are also empowered to oversee the 

specific measures which online platforms are required to undertake if they are exposed to terrorist 

content (Article 12). This is especially problematic, as it legitimises the member states authority to 

decide which content is problematic and not in the name of public security rather than users and 

citizens for example. The regulation suggests that platforms can include mechanisms for users to 

report or flag alleged terrorist content as an example of specific measures (Article 5(2: b)). However, 

the one hour deadline for removing terrorist content online is only required for orders issued by a 

member state authority, which is a clear example of how their authority is privileged over individual 

users. Furthermore, it can be problematised how cross-border removal orders are legitimised and 

give the member states authority to demand takedown of content generated outside of the EU as 

long as it is accessible in a member state (Article 4). Hence, this contributes to unequal power 

relations by privileging the EU and its member states authority to decide what is terrorist content 
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online and not. Moreover, there is no requirement for the member states to select independent 

administrative bodies to issue the removal orders, such as advocated by Digital Rights groups 

(Access Now, et al, 2021). Thus, further privileging discourse which reinforces the state-centric 

notion of counter-terrorism and as well as the legitimacy of the EU and its member states as global 

counter-terrorism actor online. 

 

Interestingly, my findings also suggest the public security discourse legitimises the role of online 

services in the EU’s strategy through positive and negative assessments of their role in the 

dissemination of terrorist content online. The dissemination of terrorist content online is 

discursively constructed as “terrorist misuse of the internet”, thus legitimising the EU as protecting 

hosting service providers which are constructed as victims at the hands of terrorists through 

indications such as “misuse” or “abuse” of the Internet. However, online platforms have also been 

constructed as not doing enough to counter its spread, which the EU referenced to warrant the 

regulation (European Commission, 2018b). The voluntary efforts of the 2010’s are implicitly 

constructed as insufficient by claiming they “need to be complemented by a clear legislative 

framework in order to further reduce the accessibility of terrorist content online and adequately 

address a rapidly evolving problem” (Recital, 6), indicating that online platforms have not done 

enough to reduce the accessibility of terrorist content online. Throughout the regulation, the 

platforms are simultaneously constructed as crucial security actors in the digital space based on 

moral abstraction and goal-oriented rationalisation. This can be exemplified by the role they are 

proscribed in assessing whether material constitutes terrorist content, which is not only left to the 

member states competent authorities to determine: 

 
When assessing whether material constitutes terrorist content within the meaning of this Regulation, competent 

authorities and hosting service providers should take into account factors such as the nature and wording of 

statements, the context in which the statements were made and their potential to lead to harmful consequences in 

respect of the security and safety of persons. (Recital 11). 

 

Online platforms are thus empowered to make decisions on whether content potentially “can lead 

to harmful consequences”. This furthers the idea of terrorist content and its potential to lead to 

terrorist acts as something that can be objectively determined and institutionalises the role of online 

platforms as counter-terrorism actors online. Bellanova and de Goede (2022) apply the concept of 

public-private security co-production to the EU’s efforts to regulate terrorist content, which is 

evident in the public security discourses. Borelli (2023) has also highlighted how online platforms 

are given tasks typically associated with governments, which according to my findings also applies 
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to how online platforms are constructed in the EU’s strategy against terrorist content online. This 

could come with risks as private platform companies makes assessments on what constitutes 

objectionable content is anchored in terms-of-service agreements that generally reflect the norms 

of the company and not necessarily norms determined by democratic processes as West (2021: 

123-4) has demonstrated. Especially in combination with the fact that referrals, such as used by the 

EU Internet Referral Unit (Europol, 2022), are constructed as legitimate instruments in addition 

to removal orders (Recital 40). Although online platforms are not obligated to take referrals into 

account, such as in the initial proposal (European Commission, 2018a), which digital rights groups 

challenged (Access Now et al, 2018), they are legitimised as instruments to make online platforms 

“safe” from the presence of alleged terrorist content. Consequently, companies Terms of Service 

regarding harmful content can in certain cases be privileged over the rule-of-law.  

4.3. Fundamental Rights 

My findings also indicate how the EU legitimises its strategy against terrorist content online by 

constructing itself as a protector of fundamental rights. The discourse consists of intertextual 

references to the EU Charter on fundamental rights and referencing freedom of expression in 

particular, including the freedom to receive and impart information and ideas in an open and 

democratic society, the right to privacy and the freedom and pluralism of the media. Discursively, 

fundamental rights are connected to aims such as “respecting”, “protecting”, or to make sure the 

policies “balance with” fundamental rights. Similarly to the public security discourse, the 

fundamental rights discourse is difficult to categorise as a single form of legitimisation. Rights can 

both be seen as a moral argument, as rights are connected to a positive value discourse, but are also 

a part of a rationalised legitimisation as they are constructed as a goal which the regulation seeks to 

contribute to.  

 

Intertextual references to the EU charter on fundamental rights of the European Union are central 

throughout the document. In utilising intertextual references to the EU Charter, this discursive 

strategy enables the EU to obtain legitimacy as the protector of fundamental rights online in the 

Union and beyond due to regulations global reach. Fundamental rights are simply stated as a 

positive moral value, which gives the EU its moral authority to decide what content is illegal online 

and legitimises its strategy against terrorist content online. As Dvoskin (2013) has demonstrated, 

by an actor constructing itself as acting in the name of human rights, which the idea of fundamental 

rights is linked to, it constructs itself as acting in the name of global public interest, ultimately hiding 

its power. For example, by how the EU legitimises the rules imposed through moral abstractions 
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and evaluations referencing fundamental rights, thus making them appear inherently “good”. When 

setting out the aim of the regulation it is stated: “Those rules should fully respect the fundamental 

rights protected in the Union and, in particular, those guaranteed by the Charter of Fundamental 

Rights of the European Union” (Recital 9). This is a clear example of how the EU legitimises itself 

as a moral actor which respects fundamental rights, functioning through moral legitimisation which 

does not further explain why fundamental rights are important for the EU’s strategy against terrorist 

content online. 

  

Throughout the documents, this discourse is evident in how fundamental rights are simply 

mentioned to evoke a positive moral value, thus legitimising the policies. In one case, they are 

constructed through goal-orientated rationalisation:  

 
[…] Effective online measures to address terrorist content online and the protection of freedom of expression and 

information are not conflicting but complementary and mutually reinforcing goals. (Recital 10). 

This constructs fundamental rights, especially the freedom of expression and information, as 

contributing to countering the dissemination of terrorist content, yet it is not further expanded on. 

Effectively, respecting fundamental rights is constructed as both the means and an end from the 

lens of van Leeuwen’s framework as it is expressed as an action, or as a moral statement which 

requires no further justification. 

Simultaneously as the policies are constructed as protecting fundamental rights, they are also 

constructed as potentially harming them as is evident in the “safeguard” strand of the discourse. 

This also includes the repeated calls for member states and online platforms to ensure 

“proportionality” when enforcing the measures and the obligations of the regulation. According to 

my findings, it is not concretely expressed how exactly the TCO contributes to fundamental rights, 

whereas it focuses more clearly on how fundamental rights are important to ensure the regulation 

does not infringe upon those values. It is also through this discourse that users are empowered to 

overrule decisions, which can be seen as a way of increasing users rights on the Internet by forcing 

social media providers to be more transparent about their decision-making online. 

Central to the safeguard discourse, is also the circumstances when content should not be 

considered illegal terrorist content and thus removed, which can be exemplified by the following 

recital: 
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Material disseminated for educational, journalistic, artistic or research purposes or for awareness-raising purposes 

against terrorist activity should not be considered to be terrorist content. When determining whether the material 

provided by a content provider constitutes ‘terrorist content’ as defined in this Regulation, account should be taken, 

in particular, of the right to freedom of expression and information, including the freedom and pluralism of the 

media, and the freedom of the arts and sciences. […] Furthermore, the expression of radical, polemic or controversial 

views in the public debate on sensitive political questions should not be considered to be terrorist content. (Recital 

12) 

 

In this example freedom of expression is mentioned as important to be taken into account to make 

sure content is not wrongfully removed based on the regulation, but it is not clear how exactly it is 

supposed to be evaluated or for which purpose. Furthermore, my findings suggest it is unclear 

whether it is the member state’s competent authorities, the EU or the online service providers 

themselves which are legitimised as having the moral authority to impose these vaguely formulated 

safeguards. For example, member state authorities are constructed as essential actors to ensure 

safeguards are put in place, but it is also up to the online platforms themselves to determine how 

exactly the specific measures are established to guarantee users fundamental rights:  

 
When putting in place specific measures, hosting service providers should ensure that users’ right to freedom of 

expression and information as well as the freedom and pluralism of the media as protected under the Charter are 

preserved. In addition to any requirement laid down in the law, including legislation on the protection of personal 

data, hosting service providers should act with due diligence and implement safeguards, where appropriate, including 

human oversight and verifications, to avoid any unintended or erroneous decision leading to the removal of or 

disabling of access to content that is not terrorist content. (Recital 23) 

 

Thus, not only is the EU legitimised as a protector of fundamental rights, but so are the hosting 

service providers. As the example above indicates, users fundamental rights are stated as a moral 

value, which online platforms can decide on how to safeguard through so called specific measures 

which are up to them to precisely formulate in addition to the requirement of law. Thus, the role 

of private platform companies in enabling and protecting public and political discourse is 

legitimised, which also reflects the shift where private companies are given tasks typically associated 

with the apparatus of the state which previous research has also commented on (West, 2021; 

Henschke & Reed, 2021). Here, Bellanova and de Goede’s (2022) concept of security co-

production is observable in that platforms increasingly take on the security role of states, but also 

that this role comes with the additional responsibility and expectation that fundamental freedoms 

are safeguarded.  
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Furthermore, it is noteworthy which rights are referred to and not when the EU charter of 

fundamental rights is mentioned. The EU charter of fundamental rights, for example, states, 

“Every worker has the right to working conditions which respect his or her health, safety and 

dignity” (European Union, 2016: Article 31), but this is not what is meant when the EU charter on 

fundamental rights of the European Union is mentioned. Although the Charter is referenced in 

general, it clearly does not refer to the working conditions of human moderators, although online 

services are obligated to enforce human oversight where specific measures involve the use of 

technical measures (Article 5(3)). Despite reports that human reviewing is often outsourced to 

workers in developing countries, which have reported not having sufficient time, training, or 

support to make considered decisions and leading to PTSD (Suzor et al, 2019; Newton, 2019), 

discourses which have advocated for the well-being of human moderators have clearly been 

marginalised. The issues regarding lack of transparency and fundamental rights regarding human 

moderators thus remain despite the prevalence of fundamental rights discourses, primarily as 

efficiency discourses are privileged, which I expand on in the last subchapter of this section. 

4.4. Digital Economy  

The EU also legitimises its self-appointed role as the leader against terrorist content online through 

the digital economy discourse. Previous research on the language of platform governance 

legislation has overlooked this in particular, which primarily has focused on securitisation, thus 

disregarding the range of discourses and narratives which legitimise hard regulations of online 

platforms. Functioning through instrumental rationalisation, the regulation is legitimised in the 

name of protecting the digital economy and guaranteeing its function: 

 
 This Regulation should set out rules to address the misuse of hosting services for the dissemination of terrorist 

content online in order to guarantee the smooth functioning of the internal market. (Recital 9) 

 

The discourse is especially legitimised to appeal to companies through claims of contributing to 

instilling users trust in online environment and protecting their business models. This primarily 

functions through instrumental rationalisation such as constructing the threat from terrorist 

content by claiming its presence online “undermines the trust of their users and damages their 

business models” (Recital 5). Thus, the threat from terrorist content is not only legitimised through 

public security discourses, but also as a threat to businesses implicitly implied in terms of financial 

loss. Furthermore, the role of hosting service providers in the Union can be exemplified by the 

following recital: 
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Hosting service providers active on the internet play an essential role in the digital economy by connecting business 

and citizens and by facilitating public debate and the distribution and receipt of information, opinions and ideas, 

contributing significantly to innovation, economic growth and job creation in the Union. However, the services of 

hosting service providers are in certain cases abused by third parties for the purpose of carrying out illegal activities 

online. (Recital 4) 

 

Thus, the discourse of the EU’s role in protecting the hosting service providers is legitimised by 

their role in the EU’s digital economy. Online platforms are the main audience of the regulation in 

combination with member states, which is evident in which actors the regulation directs itself 

towards, and that they are subject to the obligations of the regulation. They also hold significant 

power in society with a global reach due, and it would not have been viable for the EU to explicitly 

construct online platforms as contributing to the perceived threat from terrorist content online. 

Rather, the EU appeals to their business models and legitimises its hard regulation as in fact 

protecting their “essential” role in the digital economy.  

 

Furthermore, although the regulation imposes legally binding obligations for hosting service 

providers, such as the one hour deadline for removing terrorist content, the roles of the different 

actors mentioned are largely described in terms of “cooperation”. In fact, cooperation is 

constructed as an aim of the regulation in itself that the measures should “facilitate cooperation 

among the competent authorities of Member States, hosting service providers and, where 

appropriate, Europol” (Article 1(b: ii)). This signals a shift from the term “self-regulation”, which 

has been in progress since the discourse of self-regulation coloured the EU’s stance on harmful 

content in the late 1990’s and early 2000’s (Bonnici & de vey Mestdagh, 2005). The regulation relies 

heavily in public-private cooperation and communication, yet it is also a legally binding act which 

the EU has the power to enforce. If online platforms systematically or persistently fail to comply 

with the one hour removal order, they can face financial penalties of up to 4 % of the hosting 

service provider’s global turnover of the preceding business year (Article 18(2)). Hence, the use of 

the term “cooperation” functions as moral abstraction which hides the fact that language legitimises 

hard regulation.  

 

The role of online platforms for countering terrorist content online is also legitimised by 

referencing societal responsibilities, an example of moral abstraction, and their technological means 

as exemplified by the following recital:  

 
In light of their central role and the technological means and capabilities associated with the services they provide, 

hosting service providers have particular societal responsibilities to protect their services from misuse by terrorists 



 28 

and to help address terrorist content disseminated through their services online, while taking into account the 

fundamental importance of the freedom of expression, including the freedom to receive and impart information and 

ideas in an open and democratic society. (Recital 5).  

 

Although there is no obligation to use automated tools to identify terrorist content, technological 

capabilities are constructed as fundamental to the role of social media companies and why they are 

essential actors for content moderation. However, far from all platforms have the technological 

means to automatically filter content, thus this discourse privileges large online platforms prospects 

of complying with the regulation. This is also evident in how their role for the digital economy is 

constructed, which mainly evoked the idea of platforms such as Facebook, a large employer in the 

Union, rather than smaller platforms which may have only a handful of employees. This is 

especially problematic as hard regulation can lead users to “jump from platform to platform”, and 

previous research has shown users migrate to smaller platforms (Correia et al, 2019).  

4.5. Efficiency  

My findings demonstrate that efficiency discourses are essential to legitimising the EU’s strategy 

against terrorist content online. In particular, the language of the regulation legitimises measuring 

whether terrorist content is successfully countered based on the speed and amount of which alleged 

terrorist content is removed. Efficient removal of terrorist content online is thus constructed as an 

objective goal through rationalisation strategies, and an objective moral value, when in fact it is a 

politically constructed priority.  

 

The efficiency discourse is evident from the outset by how efficiency is constructed as the means 

and the end of what the EU hopes to achieve through the TCO. For example, to “identify and 

ensure the expeditious removal of terrorist content by hosting service provider” one of the main 

goals of the regulation in itself (Article 1 (b: i)). The discourse is evident through repeated 

representations built on words and phrases such as “expeditious action”, “swift”, “prompt” and 

“smooth”. All of these words connote a discourse of efficiency, in which actions, to be legitimate, 

must unfold in an orderly manner, as noted by van Leeuwen himself as an example of instrumental 

rationalisation (2008: 114). Statements such as claiming that the policy is or aims to be “effective” 

are central to the regulation and descendants of philosophical traditions, which explicitly argued 

for effectiveness as criteria of truth and foundations for ethical behaviour (Ibid: 111). Hence, 

efficiency does not have to be explicitly argued for to justify the EU’s strategy against terrorist 

content online. Rather, by simply being stated it functions as a form of moral rationalisation which 

invokes a positive moral value discourse.  
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How the efficiency discourse is privileged is especially apparent regarding the language of the 

obligation on online services to remove terrorist content within one hour after it has been identified 

by a member state competent authority. From a critical perspective, the requirement to remove 

allegedly illegal content in such a short time frame could result in over-blocking, especially in 

combination with the encouragement of technological moderation as a specific measure (Recital 

22). There is no evidence that suggests that a short timeframe is appropriate or necessary to reduce 

the threat of terrorist content spreading online. However, calls to remove the one hour deadline 

were marginalised during the policy-formation process as the Commission and the Council insisted 

on the urgency of the threat as Ahmed’s (2023) study has highlighted.  

 

As previous research has highlighted, content traditionally considered to be terrorist propaganda is 

uploaded at a high speed (Macklin, 2019; Fishman, 2018). However, equating deletion with 

successful countering of terrorist content online under a short time frame is a problematic measure 

of effectiveness, as it can lead to over-blocking content that is covered by freedom of speech and 

create an unequal playing field for small and large companies. Common (2020) criticised the 

efficiency narrative of content moderation, arguing that the narrow focus on efficiently removing 

what is considered breaching the Terms of Service thus undermining the rule of law, and 

threatening freedom of speech. My findings demonstrate that although the definition of terrorist 

content in the TCO is based on a prior legislative framework, the short time frame could lead to 

similar ethical issues. Through this discourse, the role of social media companies is institutionalised 

especially based on their assumed technological capabilities and connects efficiency with what is 

appropriate, thus marginalising other discourses and imposing an unfair burden on small Internet 

companies. 

 

Furthermore, my findings suggest the efficiency discourse is privileged in a way which has 

marginalised alternatives discourses of how the threat from terrorist content can be countered. 

This is evident on the single focus on removal as a measure of whether terrorist content online is 

effectively countered. Alternatives for content moderation such as nationwide filtering of internet 

traffic, such as in China (Henschke & Reed, 2021), is not a viable option for the EU to 

simultaneously legitimise itself as a protector of fundamental rights, security and businesses. 

However, other alternatives and democratic discourses to the short time-frame removal orders 

within the efficiency discourse, have been neglected. This can be exemplified by the fact that the 

one hour deadline remains despite how it was contested by digital rights groups (Access Now et al, 
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2018; Ibid, 2021). Other alternatives to simply removing content have also been marginalised. For 

example, the so called “redirect method”, which rather than removing content, targets internet 

users that search for violent extremist content with advertising that promotes counter-narrative 

content (Henschke & Reed, 2021), was not considered. Another neglected alternative is counter-

messaging aimed at reducing the demand for terrorist content. In fact, none of the policies are 

legitimised as reducing the demand for terrorist content, although it references aiming to discourses 

Rather, it simply focuses on efficient removal as an appropriate response when other alternatives 

could have been considered. Although, member states are encouraged to complement regulatory 

measures by for example strengthening “critical thinking” (Recital 2), this appears as empty rhetoric 

as it is not further mentioned or imposed. It is simply stated as a way of legitimising the EU as a 

soft actor, when in fact the EU’s strategy against terrorist content as illustrated by the TCO is now 

based on hard regulation of online platforms which overly relies on efficiency as a measure of 

success. 

 

5. Conclusion 

In this study, I have sought to remedy the gap on how the language of EU counter-terrorism policy 

legitimises the hard regulation of online platforms in respect to the dissemination of terrorist 

content online. The study’s empirical contribution demonstrates how the EU’s strategy is 

legitimised primarily through public security, fundamental rights, digital economy and efficiency 

discourses. It contributes theoretically by highlighting how counter-terrorism measures regarding 

online spaces function through rationalisation and moralisation strategies which legitimise policies 

as reasonable and morally justifiable, when in fact they rest upon a series of highly contested 

assumptions and narratives about the threat from terrorist content online. In particular, the 

discourses rely on the contested assumption that engaging with terrorist content online leads to 

committing terrorist acts offline. Furthermore, the EU’s strategy privileges efficiency and removals 

as measures of success, which contributes to unequal power relations between large and small 

hosting service providers, the EU, member state authorities, and individual users.   

 

The public security discourse is especially central to the EU’s strategy against terrorist content by 

constructing the aims and articles of the TCO as reasonable and morally justifiable regardless of its 

specific contents. Furthermore, my findings indicate that the public security discourse throughout 

the document relies on an inherently state-centric notion of what constitutes terrorist content. This 

especially privileges the power of member state authorities to remove certain content over 

individual users. Overall, the discourse constructs the EU as the legitimate protector of the security 
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of users, citizens, member states and businesses, thus legitimising its moral authority to regulate 

the Internet. Consequently, this could lead to biased moderation of what constitutes terrorist 

content with implications for individual users and platforms within and potentially beyond the 

EU’s borders. 

  

An especially interesting finding is how the EU also legitimises its self-appointed role as the leader 

against terrorist content online through the digital economy discourse, which has been overlooked 

in previous research. I was surprised to find how essential this discourse is to the legitimisation of 

the EU’s strategy against terrorist content online. This could potentially be due to that I mainly 

consulted research explicitly about terrorist content and approached the material from the lens of 

counter-terrorism. Hence, I was surprised that not only is the EU constructed as a protector of 

public security and fundamental rights; it is also constructed as protecting companies from the 

harm of terrorist content towards their business models. Moreover, by looking at the context in 

which the EU passes legislation, it becomes clear that it is the EU’s history and role in governing 

its inner market which legitimises the policy to made on EU rather than member state level. 

However, it could also reflect the growing power of online platforms as intermediaries of political 

discourse and in the EU’s economy.  

 

My findings also reveal that the efficiency discourse is essential to the legitimisation of the EU’s 

strategy against terrorist content online. This is especially apparent in the language surrounding the 

obligation to remove terrorist content within one hour after it has been identified. From a critical 

perspective, the requirement to remove allegedly terrorist content in such a short time frame could 

result in over-blocking and biased content moderation. Especially in combination with algorithmic 

filtering, which also poses ethical issues regarding the well-being of human moderators which the 

regulation does not take into account. Although there is no evidence to suggest that a short 

timeframe is appropriate or necessary to reduce the threat of terrorist content spreading online, 

calls to reconsider the one hour deadline were marginalised.  

 

Furthermore, not only is the EU legitimised as an essential actor in its strategy against terrorist 

content online, but so are the online platforms themselves. Simultaneously as the TCO imposes 

hard regulation on online platforms, its provisions “work with and through private platforms” as 

Bellanova and de Goede (2022) have suggested. Thus, further institutionalising their role in 

deciding and enforcing what is permitted to post online. For future research, the role of private 

platform companies in influencing measures to regulate the Internet is warranted. Scrutinising the 
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growing power of platforms run by large companies has been beyond the scope of this study and 

has not been sufficiently addressed in previous research. Another interesting area for future 

research is how small companies and users can be empowered to co-produce security decisions 

online, and more engagement from Critical Terrorism Studies with the language of counter-

terrorism measures aimed at online spaces.  

 

The combination of van Leeuwen’s framework and critical discourse analysis has provided valuable 

insights into how counter-terrorism measures regarding online spaces function through 

rationalisation and moralisation strategies. They legitimise policies as reasonable and morally 

justifiable, when in fact they rest upon a series of highly contested assumptions about the threat 

from terrorist content online. However, the combination of the theoretical premises occasionally 

clashed with my commitment to Critical Terrorism Studies and scrutinising contestable knowledge 

about the dissemination of terrorist content. In particular, it was difficult to determine whether 

contestable knowledge should be viewed as theoretical rationalisation, which van Leeuwen argues 

is based on some kind of truth about the world. However, this was overcome by treating van 

Leeuwen’s framework as analytical categories rather than reflections of the full complexities of 

discursive processes and their relation to other social practices.  

 

In conclusion, the EU’s strategy against the dissemination of terrorist content online legitimises its 

policies as reasonable and morally justifiable, when in fact it relies on contested assumptions. The 

EU’s strategy fails to acknowledge alternative perspectives on the dissemination of terrorist content 

and how to counter it, thus contributing to unequal power relations between large and small 

platform companies, the EU, member state authorities, and individual users. Given the potential 

negative impacts of policies such as the TCO, it is crucial to critically interrogate how responses to 

terrorist content online are legitimised. 
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